
https://creativecommons.org/licenses/by-nc/4.0/.  J Fed Med Coll 2024| 28 
 

Open Access 

How to Align Specific Designs of Quantitative Research 

Studies with Relevant Research Questions and Appropriate 

Statistics? 

Muhammad Saaiq  

Plastic Surgeon, NIRM Islamabad  

A B S T R A C T  

 

Correspondence: 
Dr Muhammad Saaiq  
Plastic Surgeon, NIRM Islamabad  
muhammadsaaiq5@gmail.com 

Article info: 
Received:  April 16, 2024 
Accepted: August 11, 2024 
Funding Source: Nil 
Conflict of interest: Nil 

Cite this article. Saaiq M. How to Align Specific Designs of Quantitative Research Studies with Relevant Research Questions 
and Appropriate Statistics? J Fed Med Coll 2024. 2024; 1 (1): 28-37.  

I n t r o d u c t i o n  

Quantitative research studies represent the 

most common form of research pursuits 

which the clinicians as well as basic sciences 

faculty commonly undertake. The primary 

focus of these studies is to quantify the collection, 

analysis and interpretation of scientific data which 

the doctors routinely come across in their 

professional practice. These studies typically 

involve subjects or patients and are based on 

deductive reasoning with the aim to test a 

hypothesis. In quantitative studies, data are 

collected through measuring things or certain 

clinical conditions. These measurements are done 

through the use of questionnaires, proformas or 

certain machine-based tools. The collected data 

are subsequently analysed through numerical 

comparisons and statistical inferences. Reporting 

of the data is thus performed through statistical 

means. The researchers ensure quality of rigor 

and trustworthiness of these studies through the 

use of randomization, reliability and validity. 1-3 

There are certain key statistical concepts that 

underpin the quantitative research. Normal 

The Problem and Gap:  Design and execution of quantitative research requires aligning specific design elements with 
robust research question(s) and appropriate statistics. The educational researchers often face lack of guidance in this 
regard. 
The Hook: Adequate know-how of the essential design elements and their appropriate alignment with research 
question and relevant statistics shall help the researchers to plan and pursue quantitative research more 
methodically. 
Methodology: The existing relevant published literature was searched systematically. The databases and search 
engines of the PubMed and Google Scholar were searched. The finally included publications were employed to 
answer the research question posed by the current review.  
Results: The most commonly reported quantitative research designs included descriptive surveys, descriptive 
analytical studies, correlational studies, experimental studies, case-control studies and cohort studies. There was also 
a plethora of literature on questionnaire development and its validation. 
Conclusion: The current review is expected to serve as a comprehensive guide for future researchers in planning and 
executing their quantitative research more thoroughly and robustly. 
Keywords: Quantitative research; Research question; Descriptive statistics; Inferential statistics. 
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distribution, and alpha and beta errors are central 

in this regard. Also, it is crucial to understand 

which tests are commonly employed for 

determining the p-values in cases of parametric 

and non-parametric data. 

A normal distribution refers to any observation 

that will tend to cluster around the mean. It is a 

symmetrical, bell-shaped probability distribution 

with mean (it is symbolized by the Greek letter mu 

“µ”) and standard deviation (it is symbolized by 

the Greek letter sigma “σ”).  If observations follow 

a normal distribution, the interval (µ±2 σ) contains 

95% of the observations. The major importance of 

the normal distribution is its role it plays in 

statistical inference. It forms the basis for such 

inferences even when the population is not 

normally distributed. The statistical inference 

generally involves mean values of a population, 

not values related to individuals. 4 

Understanding the alpha and beta errors is crucial 

as these not only impact the hypothesis rejection 

or acceptance but also the calculation of sample 

size for a given research study. The α-error is also 

called type-I error. In a comparative trial, the 

investigator typically tries to reject the null 

hypothesis and accept the alternate hypothesis. 

The probability of rejecting the null hypothesis 

when it is true is called type 1 error or α-error. So, 

by definition when there is no difference between 

the two groups, the probability of incorrectly 

concluding that there is a difference is called the 

α-error. The α-error is essentially the p-value and 

denotes the probability of incorrectly finding a 

statistically significant effect when the scenario is 

actually just the opposite. The α-error or p-value 

serves as the comparison point for statistical tests 

when determining the significance of the relevant 

findings (i.e., whether accept or reject the null 

hypothesis (H0)). The p-value is often set at 5% 

(α= 0.05). As this value decreases, the sample size 

needed to detect a significant effect increases. 4,5 

The β-error is also called type-II error. When there 

is a difference between two groups, the 

probability of incorrectly concluding that there is 

no difference is called the β error. The β-error is 

reflective of the statistical power of the study. It is 

related to the sample size of the study. Therefore, 

the statistical power is = 1- β. Given this fact, 

studies with small sample size have less power 

than large studies. So by taking large sample size 

or combining many small studies, one can 

increase the overall statistical power of analysis. 

Ideally, both α and β should be set at zero to 

eliminate the possibility of false positive and false 

negative results, however it is practically not 

possible and so they are made as small as 

possible. 4-7 

Determination of p-values is an important aspect 

of the quantitative research studies. Different 

tests are employed for determining the p-

values for parametric and non-parametric 

data. The commonly used parametric tests 

include one way analysis of variance (ANOVA), t-

tests, paired t-test, unpaired t-test and Pearson 

correlation test.  The Non-parametric tests include 

Chi squared test, Mann Whitney U test, Kruskal 

Wallis test, Wilcoxon Rank Sum test and 

Spearman correlation test. The parametric tests 

rely on the statistical distribution in data whereas 

the non-parametric tests don’t rely on any such 

distribution. The non-parametric tests don’t make 

any assumptions and are primarily aimed at the 

measuring the central tendency with the median 

values. 7,8 

The researchers strive hard to generate results 

which are authentic, valid and reliable. These 

features ensure generalizability and general 

applicability of the of study results. To achieve 

these goals, the researcher employs sound 

methodology as well as correct estimation of 

sample size. There are different authentic 

formulae and even liberally online calculators 

which guide this process of sample size 

calculation. Such calculations take into account 

some important parameters such as the 

significance level, effect size, power of the study, 

and margin of error. A plethora of such formulae 
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is available to guide the sample size calculation for 

different types of quantitative study designs. 1,9 

The current study was undertaken to find the 

various quantitative research designs and their 

alignment with appropriate research questions 

and relevant statistics. 

M e t h o d o l o g y  

• Search strategy: 

A systematic search strategy was used to find 

answer(s) to the following research question: 

How to align specific design of quantitative 

research study with relevant research 

questions and appropriate statistics?  The key 

terms were defined and relevant databases 

were searched to find out the published 

literature. The search engines included 

PubMed and Google Scholar. Manual search 

for relevant other articles was also 

undertaken. 

• Key terms used:  

Maximum possible key terms were used for 

the literature search. The search strings 

employed for the PubMed were as follows: 

(quantitative research study* OR quantitative 

research designs* OR quantitative research*) 

AND (research question*) AND (statistic*). 

• Review period:  

The literature published between Jan 01, 1974 

to Feb 29, 2024 was reviewed. 

• Inclusion criteria:  

All publications relevant to the research 

question, published between 1974 and 2024 

were included.  

• Exclusion criteria:  

The exclusion criteria were the various forms 

of grey literature and publications in non-

English language. 

• Studies selected: 

Relevant articles were selected through the 

phases of identification, screening, eligibility 

determination and final inclusion in the 

literature synthesis. (Figure-1). The finally 

included articles were thoroughly reviewed to 

find answer(s) to the research question of the 

current research. 

R e s u l t s  &  D i s c u s s i o n  

In the following discussion, the most common 

types of quantitative research designs are 

comprehensively described with easy and 

practical examples in the form of phrasing an 

appropriate research question, calculation of 

the sample size and brief outline of the most 

relevant statistics necessary for the process 

of data analysis and drawing logical 

conclusions. 

1. DESCRIPTIVE SURVEYS 10-13:  

i. Research question:  

What are the attitudes and practices of the First, 

Second and Third year MBBS students regarding 

problem-based learning (PBL) at the Medical 

College? 

ii. Sample size Calculation:  

As in this survey we are surveying a finite 

population (i.e., students of the First, Second and 

Third year MBBS classes of the particular Medical 

College), the sample size shall be calculated using 

the following formula: 

n=N x/((N-1)E
2

 + x) 

x=Z(c/100)2r(100-r) 

E=Sqrt [(N - n)x/n(N-1)] 

Where: 

n is the sample size 

N is the total population size  

E is the margin of error  

r is the fraction of responses that we are 

interested in (at least 50%) 

Z(c/100) is the critical value for the confidence 

level c. 

Taking the total population of the three classes as 

300 students, and keeping 95% Confidence 
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interval (CI) with 5% margin of error, the sample 

size will be 169 respondents. 

iii. Most relevant tests for undertaking 

statistical analysis: 

Descriptive and inferential statistics shall be 

employed for analyzing the data collected through 

the survey questionnaires. The analyses shall thus 

include measuring the response rates, wave 

analysis for response bias and descriptive 

analyses of the included items. The research 

question shall be tested using inferential statistics. 

The Descriptive statistics shall cover the following 

fundamental aspects in particular: 

▪ Descriptive analyses of the data to determine 

general trends of the responses. The 

numerical data shall be expressed as mean ± 

Standard Deviation (SD) whereas the 

categorical data shall be expressed as 

frequency and percentages. These analyses 

will cover the following aspects: 

▪ Demographic profile of the participants. 

▪ Descriptive statistics (mean, median, variance, 

and range) for each question. 

▪ Analysis of answers (significant statements 

and themes) given by the respondents to the 

descriptive questions that were posed in the 

questionnaire. 

The Advanced statistics/ tests will cover the 

following aspects: 

▪ Scales shall be developed by combining 

questions. (i.e., correlate items using the 

statistical procedure of factor analysis). 

▪ The reliability of the scores on the scales shall 

be ensured using a coefficient of internal 

consistency. 

▪ The validity of the scores on scales shall be 

ensured using factor analysis. 

▪ With inferential statistics, data shall be 

analyzed (i.e., for comparing subgroups and 

relating variables) to address the research 

question. 

2. DESCRIPTIVE ANALYTICAL STUDIES 9,10,14-

16: 

i. Research question:  

What is the diagnostic accuracy of elevated total 

leucocyte count (TLC) for predicting acute 

appendicitis among patients presenting with pain 

of the right iliac fossa? 

ii. Sample size Calculation:  

For determining sensitivity, the sample size will be 

calculated using the formula: 

n Sn  =  T+ + F-  / p 

Where: 

T+ + F-  =  (Zα/2) 2 × { Sn (1- Sn )}/E2 

T+  represents true positive,   

F-  represents true negative,  

Sn  represents sensitivity 

Zα/2  is the standard value for the corresponding 

level of confidence.  At 95% Confidence Interval, 

it is 1.96  

E is accuracy, usually taken as 0.05. 

p is the prevalence of the disease in the test 

population. 

Taking sensitivity as 92% and prevalence as 10%, 

the sample size calculations would be as follows: 

T+ + F-  = (1.96) 2 × { 0.92 (1 -  0.92)}/ 0.052 

= 3.841  × 0.0736/ 0.0025 = 113 

So n Sn = 113/0.10= 1130.79  or   1131 patients 

For determining specificity, the sample size shall 

be calculated using the formula: 

n Sp = T+ + F-  / 1-p 

Where: 

T+ + F-  = (Zα/2) 2 × { Sp (1- Sp )}/E2 

Sp  represents specificity 
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Taking specificity as 43% and prevalence as 10%, 

the sample size calculations would be as follows: 

T+ + F-  = (1.96) 2 × { 0.43 (1 -  0.43)}/ 0.052 

=3.841  × 0.2451/ 0.0025 = 376.57 

So   n Sn = 376.57/1-0.10= 418.41  or   419 

patients 

Since we are trying to find out the diagnostic 

accuracy, we take the higher number of required 

patients. In the above calculations, we will take 

1131 patients as the required sample size for 

determining the diagnostic accuracy of elevated 

TLC count for predicting acute appendicitis. 

iii. Most relevant tests for undertaking 

statistical analysis: 

Descriptive and inferential statistics shall be 

employed for data analysis.  The numerical data 

shall be expressed as mean ± SD while the 

categorical data shall be expressed as frequency 

and percentages. Chi-square test shall be used 

to compare percentages and a p-value of less 

than 0.05 shall be considered statistically 

significant. 

The following 2 x 2 table shall be employed to 

determine sensitivity, specificity, positive 

predictive value and negative predictive value of 

elevated TLC counts in predicting acute 

appendicitis. 

 

Table: Leukocyte counts and operative diagnosis 

among the patients. 

 Leukocyte counts Total 

Operative 

diagnosis 

> 

10,000/mm3 

< 

10,000/mm3 

 

Appendicitis A B A+B 

Normal 

appendix 

C D C+D 

 A+C B+D - 

▪ Sensitivity = A / A+C x 100 = X % 

▪ Specificity = D / B+D x 100 = X % 

▪ Positive predictive value (PPV) = A / A+B x 100 

= X % 

▪ Negative predictive value (NPV) = D / C+D x 

100 = X % 

3. CORRELATIONAL STUDIES 17-20: 

i. Research question:  

Are the low entry-test scores of students related 

to their failure in the First professional MBBS 

examination at the Medical College?  

ii. Sample size Calculation:  

Since in this study we are dealing with 

dichotomous variables (i.e., proportion of low-

scorers in the entry tests and proportion of failures 

in the First professional MBBS exams), the 

required sample size shall be calculated by using 

the formula: 

n = 4 × Zα2 × p (1-p) / w2 

Where: 

Zα is the confidence level.  (i.e., 1.96) 

p is the pre-study estimate of the proportion to 

be measured. 

w is the width of the confidence interval (i.e., 

±10) 

Taking 95% confidence level, the confidence 

interval as ±10 and the p as 20%, the calculations 

shall be: 

n = 4 × (1.96)2 × 0.20(1-0.20)/ 0.202 = 

4×3.841×0.16/0.04= 61.456 students 

Hence, for conducting this correlational study, a 

minimum of 62 students should be recruited.  

iii. Most relevant tests for undertaking 

statistical analysis: 

Correlation statistical test (Correlation coefficient):  

The correlation matrix of the Pearson coefficients 

shall be presented. It shall describe and measure 

the degree of association or relationship between 

the two variables (or sets of scores for them) 

under investigation. (i.e., low entry-test scores and 

failures in the First professional MBBS 

examination). The direction, form, and strength of 
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the associations between the scores shall be 

indicated. 

Displays of scores (i.e., scatterplots and matrices):  

Displays of scores correlated for participants shall 

be generated. The scatterplots shall graphically 

represent the data whereas the correlation 

matrices shall show the correlation among the 

variables in tabular form. In the interpretation of 

correlations, the positive or negative direction of 

the correlation of scores shall be highlighted. The 

plot of distribution of the scores shall indicate if 

they are normally or non-normally distributed. 

This shall also indicate the degree and strength of 

association between the scores. 

Multiple variable analysis (i.e., partial correlations 

and multiple regression): 

For correlating more than two variables (such as 

poor educational background, low motivation 

level, low entry test scores), the effects of the third 

variable shall be controlled to examine a 

prediction equation of multiple variables that 

could explain the outcome. 

Regression analysis: 

4. EXPERIMENTAL STUDIES 9,21-23:  

i. Research question:  

What is the effect of using the FCR-set (Flexor 

carpi radialis) versus FCU-set (Flexor carpi 

ulnaris) of tendon transfers on restoring the 

lost extension of the wrist and digits in cases 

of high radial nerve palsy? 

ii. Sample size Calculation:  

The sample size shall be calculated using the 

formula  

n = Z2 p q / e2  

  Where: 

Z is the standard normal deviate for the 95% CI. 

It is constant as 1.96 error of deviation for 95% 

CI. 

p is the prevalence of high radial nerve palsy 

needing tendon transfers, as reported in the 

published literature. (i.e., 1.42% or 0.0142).  

q is  1-p.   Here it is 1-0.0142 (i.e., 0.9858) 

e is the margin of error. It is set at 5% (i.e., 0.05). 

So e2 = (0.05)2 =0.0025 

So the sample size calculation will be 

n = Z2 p q / e2 

= (1.96)2 × 0.0142 × 0.9858/ 0.0025 

=3.841× 0.0142 × 0.9858/ 0.0025 

=21.20 or 22 patients. 

Hence, for conducting this randomized control 

trial, a minimum of 22 patients should be recruited 

in each group. 

iii-Most relevant tests for undertaking 

statistical analysis: 

Descriptive analyses of the participants: 

Frequencies and percentages shall be used to 

express the categorical data. The numerical data 

will be presented as Mean ±SD. 

Group comparison statistics: These shall be 

employed for comparing the groups in terms of 

the outcomes. (i.e., restoration of the lost 

extension of the wrist and digits in the affected 

upper limb) 

To answer the hypotheses, inferential statistics 

shall be used. The percentages of various 

variables shall be compared by employing the χ2 

test.  P<0.05 shall be considered statistically 

significant. 

The statistic tests shall include the t-test or the 

family of parametric analysis of variance statistics 

(e.g., ANOVA, ANCOVA (analysis of covariance) 

5. CASE CONTROL STUDIES 12,19: 

i. Research question:  

Does the use of sedative hypnotics predispose 

to Colle’s fractures of the distal radius among 

elderly patients? 
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ii. Sample size Calculation:  

Keeping the CI at 95% and 80% power of the 

study, the sample size will be calculated using 

the formula: 

n= r+1/r × p (1-p) (Z1-β+ Z1-α/2) 2/ (p1-p2)2 

Where: 

n = The required sample size 

r = Controls to cases ratio (1 when the numbers 

are equal in both groups) 

p = Proportion of population = (P1+P2)/2.  

In this study it is 0.4+0.3/2 = 0.35 

Z1-β = It is the desired statistical power. It is 0.84 

for 80% power and 1.28 for 90% power). In this 

study we take it as 0.84. 

Z1-α/2 = It is the standard value for the 

corresponding level of confidence.             

At 95% CI, it is 1.96 and at 99% CI, it is 2.58. In 

this study we take it as 1.96. 

Taking the expected proportion of use of sedative 

hypnotics in cases as 40% and in controls as 30%, 

the 

P1 = Proportion in cases. (40%=0.4) 

P2 = Proportion in controls. (30%=0.3) 

So the calculations: 

n = 1+1/1 × 0.35 (1-0.35) (084+ 1.96)2/ (0.40-

0.30)2 

= 2×178.36 

=356.72 or 357 

Considering 10% dropout rate of the study 

participants, the sample size will become: 

n=357+36=393 patients 

Hence, for conducting this case control study, a 

minimum of 393 patients are required in each 

group of cases and controls. 

iii. Most relevant tests for undertaking statistical 

analysis: 

Odds ratio (OR) calculation: ̀  The OR shall identify 

if there is any association between use of sedative 

hypnotics and Colle’s fractures. 

All elderly patients who will present with Colle’s 

fractures will be considered as cases. The other 

patients who will present with other illnesses will 

be taken as controls. Both groups shall be 

evaluated using retrospective questioning 

regarding use of sedative hypnotics.  

The Odds ratio calculation will be carried out as: 

Exposure (i.e., 

sedative 

hypnotics 

No. of Cases 

(i.e., Colle’s 

fractures) 

No. of Controls 

(other 

illnesses) 

Yes a b  

No c  d  

Odds of being exposed among the cases = a/c  

Odds of being exposed among the controls = b/d  

Exposure odds ratio = (a/c)/(b/d) = (a × d)/(b × c) 

(Cross-product ratio) 

6. COHORT STUDIES 12,24,25: 

i. Research question:  

Does texting on mobile devices with thumb for 

over two hours daily cause deQuervain’s 

tenosynovitis among diabetic patients? 

ii. Sample size Calculation:  

The required sample size shall be determined 

using the formula: 

n = p1 (1- p1) + p2 (1- p2) × C/ (p1 - p2)2 

Where: 

n = The required sample size 

p1 and p2= Proportion of the two groups. In this 

study p1 is 40%=0.4.       

The p2 is 20%=0.2. 

C= It is the standard value for the 

corresponding level of α and β selected for the 

study. 

With 95% CI and 80% power for the study, and 

taking the proportions of the two groups as 
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40% and 20%, respectively (from the 

published literature), the sample size will be 

calculated as 

n = 0.4 (1-0.4) + 0.2(1-0.2) × 7.85/ (0.4-0.2)2 

= 10×7.85 

= 78.5 

Considering 10% dropout of study 

participants, the sample size will become: 

n=78.5+7=85.5 or 86 patients 

Hence, for conducting this cohort study, a 

minimum of 86 patients are required in each 

group. 

iii. Most relevant tests for undertaking statistical 

analysis: 

Relative risk (RR) of exposure:  

We are attempting to determine the association 

between an exposure (i.e. texting on mobile 

devices with thumb for over two hours daily) and 

an outcome (i.e. deQuervain’s tenosynovitis). The 

incidence of outcome shall be determined in the 

exposed group and the non-exposed group and 

then these will be compared. For calculating the 

incidence in each group, we will divide the 

number of subjects that have developed the 

outcome by the total number of subjects in the 

group. To determine the RR of exposure, we shall 

divide the incidence in the exposed group by the 

incidence in the non-exposed (control) group. 

This shall tell us how much higher or lower the risk 

of obtaining the outcome is for a person who is 

exposed to the factor than for a person who is not.  

Relative risk (RR) = Risk in the exposed group/ 

Risk in the Un-exposed group 

• An RR of >1 means positive association between 

the exposure and outcome.  It is week if it is 1.01 

– 1.50, moderate if it is 1.51 – 3.00 and very strong 

if it is >3.00. 

• An RR of <1 means a negative association. 

• An RR of 1 means no association between 

exposure and outcome.   

The following table shall be employed to 

determine an association between the exposure 

(texting) and Outcome (de-Quervain’s disease) 

among diabetic patients: 

Exposure 

status 

Disease No 

disease 

Total 

Number 

Exposed A B C 

No-

exposed 

D E C 

There will be equal number of subjects in each of 

the exposed and non-exposed groups. 

Incidence in the exposed group = Number with 

outcome/total Exposed= A/ C = F % 

Incidence in the Non-exposed group = Number 

with outcome/ total Non-exposed=D/E=G % 

RR=Incidence in exposed group/ Incidence in 

Non-exposed group=F/G = H (The H will be the 

RR)  

7. Validating and Developing a Questionnaire 

i. Research question:  

Are the first year MBBS students satisfied with 

their anatomy lectures delivered by the junior 

faculty? 

ii. Steps for the development and validation:  

Perform review of the relevant literature: A 

thorough literature review will help elucidate the 

questionnaire and also identify any pre-existing 

related constructs that will guide the current one. 

Thus, the construct is perfectly aligned to the 

existing theoretical works. Items from these pre-

existing research works may be adapted with 

permission from original authors. 26-29 

Carry out interviews and/or focus groups: Once 

the items of the questionnaire have been 

developed, it will be initially administered to 

individuals who have close resemblance to the 

actual target population of the study. This will help 

to ensure that that the understanding of the 



  J Fed Med Coll 2024| 36 
 

questionnaire items matches how the actual 

respondents of the study would comprehend 

them. 29 

Synthesize the literature review and 

interviews/focus groups: At this stage, the 

information obtained so far from the literature 

review and the interviews will be merged together. 

This will ensure that construct is not only 

theoretically well-founded but also easily 

understandable by the target population sample. 

Develop items: The items of the questionnaire will 

be carefully developed so that they truly reflect 

the intended construct. Also, the items will be 

written in clearly understandable words of the 

target respondents. 26,29-32 

Conduct expert validation: Once the items have 

been developed, validity evidence will be 

collected in the form of expert validation. A panel 

of 10 experts will be identified. A content 

validation form will be created that will define the 

construct and give experts the opportunity to 

provide appropriate feedback. The experts will 

particularly assess the representativeness, clarity, 

relevance and distribution of the item. They will 

also provide free text comments. 33,34 

Employ cognitive interviews to ensure response 

process validity. A minimum of 10 participants 

shall be interviewed. The cognitive interviews 

shall be based on the following principles of 

psychology: Comprehension of an item stem and 

answer choices; retrieval of appropriate 

information from long-term memory; judgment 

based on comprehension of the item and their 

memory; and selection of a response. The 

cognitive interviews shall help to refine the items 

and shall ensure that the respondents understand 

the items as intended. 35-37 

Conduct pilot testing: This shall check for 

adequate item variance, reliability analysis and 

convergent/discriminant validity with respect to 

other measures. The questionnaire shall be pilot 

tested on a certain number of the target 

population. The data obtained shall then reviewed 

to evaluate item range and variance, assess score 

reliability of the whole scale and review item and 

composite score correlations. Descriptive 

statistics (e.g., means and standard deviations) 

and histograms shall also be reviewed to know the 

distribution of responses by item. This analysis 

shall help identify items that may not be 

functioning in the way the designer intended. 29 

C o n c l u s i o n  

The current review is expected to serve as a 

comprehensive guide for future researchers in 

planning and executing their quantitative research 

more thoroughly and robustly. 
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